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Abstract—In this paper, an intensive study is performed on the dataset that contains people’s activity records of computer usage, and a multi-feature based user identification algorithm is developed. It is shown that features generated from user’s program/process start up history and website access records are extremely effective to differentiate people from each other. The proposed algorithm exploits this fact for identifying user by matching user’s current behavior features with the history feature library. The experimental results show that the proposed multi-feature based algorithm can achieve 91.2% user identification accuracy.

Index Terms—User identification, computer using behavior, feature matching, feature combination.

I. INTRODUCTION

A. Background

As the online data becomes cheaper to collect and more readily accessible in recent years, Internet based data, especially social network data, has been thoroughly studied to understand online individual users and community [1], [2]. However, because of the difficulty of data collection, people’s behavior and activities of computer usage has rarely been recorded and researched.

Although the Internet user’s behavior on a website can be used to predict future online conduct or build a recommendation system, it only contains one aspect of the user’s behavior that he or she choose to show on a specific website. The link prediction method [3] and the edge sign prediction algorithm [4] are both examples of such limitation. Unlike the data from a social network, the behavior records collected on a user’s computer (keep track of the program opened history, the website visit history etc.) may contain more comprehensive information about the user.

It has already been shown that some of people’s behaviors are repetitive and following some basic patterns [5], [6]. With rich information contained in users’ behavior records of computer operating, we can expect to know more about the uniqueness of each user, and can use that information to identify users from each other.

B. Dataset

The datasets we used in this paper are log files of people’s human computer interaction activities. To be more specific, a daemon runs in the background of the volunteer’s computer and keeps records of every user interaction event with the computer. Those events include booting the computer, opening a new process, changing the current focused window, visiting a website and so on. For each event, the daemon traces the start and end timestamps, the name of the process if any process is involved, the URL if it is a website visiting event and so forth.

The dataset is provided by China Internet Network Information Center (CNNIC) [7] and is collected by client software [8]. It has 7 days’ observation of 775 volunteers with over 2 million event records in total. To protect the privacy of the volunteers, the name of each user is replaced by its hashed value. So the actual identity of each volunteer cannot be retrieved.

The event record in the dataset is well organized in a format that the time stamp, event name, and other detail information are separated with special characters:

Time stamp => event marker => [detail field name] value
And each event takes a separate line. So no extra data clean work is needed to extract the event information.

C. Our Work

To begin with, we generate five different features as descriptors of user’s daily computer using behaviors. These features are used to capture the unique and repetitive patterns of each people.

In order to compare the importance of each feature, we then build an evaluation scheme. It quantifies the features’ effectiveness of distinguishing people from each other. Experiments are performed on the dataset with each feature. It turns out that three features are extremely effective while the other two are almost useless.

After that, as an approach of identifying user, the single feature based user identification algorithm is proposed and tested on the dataset. It is followed by a further analysis of the algorithm’s performance with tweaking its output selection mechanism.

Finally, we improve the user identification accuracy by using multi-feature based algorithm, which combines the information from different features. The final identification precision we achieved is far better than the base line method and single-feature based algorithm.

D. Paper Structure

The rest of this paper is organized as follows. Section II Part A describes the five features we developed in this paper, and elaborates their practical meaning and the intuition behind them; Part B and C define the similarity functions for
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each feature and describe the evaluation experiment we used; Part D performs some basic analyses on each feature. Section III develops the single feature based and multi-feature based user identification algorithms. It also compares the result of each method. In the last part, some conclusions are drawn based on experimental results, and several future directions are pointed out.

II. FEATURE SELECTION

In this section, we characterize user’s daily behavior and activities on the computer into several features. And some analyses regarding the effectiveness and uniqueness of each proposed feature are performed.

A. Features and Intuition

Intuitively, many of people’s daily behaviors are repetitive and usually follow similar routines. For examples, college students may maintain their weekly schedule during a semester according to the courses they enrolled and the activities of clubs and organizations they participated in; employees may commute between the company and their homes follow the same route every day.

Those routines and customs that people follow, on the other hand, may be different from person to person. Because different people may have different life styles, dissimilar social circles and their unique living habits. In other words, different daily routines may include information that can be used to distinguish people from each other.

Similar intuition goes for people’s behaviors of using a computer. For instances, the time when a person turn on the computer and the total time the user spent on computer in a day reflect his or her daily schedule; different programs opened by a user indicate the thing that person (entertaining, programming, working and so on); the visited websites during a day show us the user’s internet behavior custom. All these activities can be different from person to person.

Therefore, we have chosen five features that can be extracted from the dataset as candidates to represent each person’s unique computer-using behavior. The details of each feature are described in table I. Where \( u_{ij} \) represents the behavior data of user \( i \) in \( j \)th observing day, \( i = 1, 2, \ldots, 775 \) is the index of different volunteers, and \( j = 1, 2, \ldots, 7 \) is the index of day number. For example, \( Start(u_{ij}) \) is the time when user \( i \) turned on the computer on \( j \)th observing day.

For the simplicity of expression, we will refer feature \( Start(u_{ij}) \), \( Duration(u_{ij}) \), \( PSetEarly(u_{ij}) \), \( PSetStable(u_{ij}) \) or \( WebSet(u_{ij}) \) as feature 1, feature 2, feature 3, feature 4 and feature 5 respectively throughout the rest of the paper. And \( Start(\cdot) \), \( Duration(\cdot) \), \( PSetEarly(\cdot) \), \( PSetStable(\cdot) \), \( WebSet(\cdot) \) are feature functions used for generating each feature.

### Table I: Feature Descriptions

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Start(u_{ij}) )</td>
<td>The time user opens the computer.</td>
</tr>
<tr>
<td>( Duration(u_{ij}) )</td>
<td>Total time that user spent on computer.</td>
</tr>
<tr>
<td>( PSetEarly(u_{ij}) )</td>
<td>The set of program that user opened in the first 10 minutes.</td>
</tr>
<tr>
<td>( PSetStable(u_{ij}) )</td>
<td>The set of programs user opened/visited after 10 minutes.</td>
</tr>
<tr>
<td>( WebSet(u_{ij}) )</td>
<td>The set of website URLs user visited.</td>
</tr>
</tbody>
</table>

B. Definition of Similarity

Similarity score functions need to be defined in order to evaluate the effectiveness and uniqueness of each feature defined in the previous part. Similarity score functions are used to quantify two features values similarity. It can compare a feature of a user in one day with his or her own feature in the other day, or with another user’s feature value. The value that similarity function returned should be higher if the compared feature values are similar, lower if they are very different. Here are the two similarity score functions we are using:

\[
\text{SimilarValue}(f_1, f_2) = \frac{1}{|f_1 - f_2|^2 + \epsilon} \tag{1}
\]

\[
\text{SimilarSet}(f_1, f_2) = \frac{|f_1 \cap f_2|^2 + \epsilon}{|f_1 \cup f_2|^2 + \epsilon} \tag{2}
\]

Eq. (1) is used for calculating similarity score of feature 1 or feature 2. When we compare the time that user \( i \) opening the computer on day \( j \) with the time that user \( m \) opening the computer on day \( n \), namely \( Start(u_{ij}) \) and \( Start(u_{mn}) \), \( |Start(u_{ij}) - Start(u_{mn})| \) gives us the absolute time difference between them. And Eq. (1) is the reciprocal of such difference, which measures the extent of similarity between the feature values. The same principal holds true for feature 2.

Eq. (2) is the equation that calculate Jaccard similarity coefficient of set \( f_1 \) and \( f_2 \), with a small positive number \( \epsilon \) added on both the numerator and denominator. It is used for feature 3, 4 and 5. Because these last three features are sets of items, and the Jaccard similarity [9] coefficient is known as a statistic measure of the similarity of sets. The small positive number is used to avoid the “divide by zero error” that will happen if both \( f_1 \) and \( f_2 \) are empty sets.

C. Test Set and Feature Library

With the definition of above five features and similarity score functions, here we define our effectiveness and uniqueness evaluation experiment to be “identifying a user using his or her behavior feature in one day after observing all users’ behavior data in the past”.

To be specific, the first six days’ data is regarded as our observation and the data in the last day is treated as our test set. Then, the experiment can be restated as follows:

Knowing observed feature values in the first 6 days, which is

\[
\{ User: Feature(u_{i1}), Feature(u_{i2}), \ldots, Feature(u_{i775}) \} \quad i=1,2,\ldots,775
\]

And given a test feature value \( u_j^{(k)} \) in the 7th day, how accurate can we identify that it is the user \( k \) who generated that feature value, in other works, \( u_j^{(k)} = Feature(u_{k7}) \), where \( Feature(\cdot) \) is the feature function refers to either \( Start(\cdot) \), \( Duration(\cdot) \), \( PSetEarly(\cdot) \), \( PSetStable(\cdot) \) or \( WebSet(\cdot) \), according to which feature we are studying.

For a specific feature function \( Feature(\cdot) \) and a user \( i \), we define the user \( i \)’s feature’s library as:

\[
\{ User i: Feature(u_{i1}), Feature(u_{i2}), \ldots, Feature(u_{i775}) \} \quad \text{(3)}
\]

For a certain feature function \( Feature(\cdot) \), the test set for
that corresponding feature is defined as:
\[
\{ v_f^{(i)} = \text{Feature}(u_i) \}_{i=1,2,...,775}
\]  

D. Feature Analysis

Before getting into the evaluation experiment for each feature, the way of measuring feature’s effectiveness needs to be defined.

We propose to use the effectiveness rank as the measure criteria. For a specific feature function Feature(·) and a certain test feature value \( v_f^{(k)} \), the effectiveness rank is defined as:

\[
\text{Effect} \left( \text{Feature}(·), v_f^{(k)} \right) = \sum_{i=1}^{775} 1\{ \text{bestMatch}(L_i, v_f^{(k)}) \geq \text{bestMatch}(L_k, v_f^{(k)}) \} 
\]

where \( 1\{\cdot\} \) is indicator function stated as:

\[
1\{\text{statement}\} = \begin{cases} 
1 & \text{if statement is true} \\
0 & \text{if statement is false} 
\end{cases}
\]

And \( L_i \ (i = 1, 2, \ldots, 775) \), which is defined in Eq.(3), is the feature library of user i. Function bestMatch(·,·), which is described in Eq.(7), is the highest score among all the similarity scores between the test feature \( v_f^{(k)} \) and each feature value in user i’s feature library.

\[
\text{bestMatch}(L_i, v_f^{(i)}) = \begin{cases} 
\max_{v_{1,2}} \left\{ \text{SimilarValue}(v_{1,2}, v_f^{(i)}) \right\} & \text{for feature 1,2} \\
\max_{v_{3,4,5}} \left\{ \text{SimilarSet}(v_{3,4,5}, v_f^{(i)}) \right\} & \text{for feature 3,4,5} 
\end{cases}
\]

Therefore, the effectiveness rank for user k’s test feature \( v_f^{(k)} \) defined in Eq.(5) is the number of users whose feature library is more similar with test feature value \( v_f^{(k)} \) rather than the user k’s own feature library.

The definition would be more intuitive if we think the above process as Internet searching. The feature \( v_f^{(k)} \) is the searching keyword. And the search result returned is a list of candidate users, which is in a descending order of their similarity score. Under this setting, the effectiveness rank is the minimum number of users that the search result need to return in order to include the actual result---user k. Therefore, effectiveness rank can be used to measure identification accuracy. The smaller the effectiveness rank is, the more precise the identification will be.

For feature 1, we go through the whole test set Eq. (4) with feature function Feature(·) = Start(·), calculate the effectiveness rank of each test feature using Eq. (5). The result is an effectiveness rank set:

\[
E_{\text{Start}} = \left\{ e_f^{(k)} \right\}_{k=1,2,...,775}
\]  

where \( e_f^{(k)} = \text{Effect} \left( \text{Feature}(·), v_f^{(k)} \right) \). The histogram of the rank set \( E_{\text{Start}} \) is shown in Fig. 1 (a).

Using similar approaches, we can also get the rank sets \( E_{\text{Duration}}, E_{\text{PSetEarly}}, E_{\text{PSetStable}} \) and \( E_{\text{WebSet}} \) for the other 4 features. The histograms of them are presented in Fig. 1(b), Fig. 2(a), Fig. 2(b) and Fig. 2(c), respectively.

![Fig. 1. Histogram of effectiveness rank set.](image)

![Fig. 2. Histogram of effectiveness rank set.](image)

The distribution of the effective ranks for feature 1 can be seen from Fig. 1(a). The number of records is almost monotone decreasing when the rank’s value becomes bigger. It means that a user’s feature 1 value is more similar with his (or her) own feature library rather than other users’. However, almost half of the test feature values fall into the bins whose effective rank value is bigger than 150. Using our Internet search metaphor, it means that more than half of the searches need to return more than 150 matching users as result in order to include the target user who actually generated that test feature value. Therefore, feature 1 contains information useful to differentiate users, but it is not very effective and unique.

As Seen in Fig. 1(b), the distribution of the effectiveness ranks for feature 2 is very similar to uniform distribution. A feature value of one user is equally possible to be similar with feature values of other users. Therefore, feature 2 can hardly be used to distinguish people from each other.

In Fig. 2 (a) and (b), we can see that the feature 3 and feature 4 have very similar distributions of the their effectiveness ranks. In both histograms, most of the test feature values fall into the first bin, which means the identification result is really accurate. Thus, both features are very effective.
As we can see, the distribution of the effective ranks for feature 5, which is represented in Fig. 2(c), is so bipolarized that almost half of the test feature values fall into the first bin and another half fall into the last bin. In other words, feature 5 either can distinguish different users accurately or is unable to tell different people at all. Further analysis shows this is caused by some empty test feature values that \( v^{(k)}_f = \phi \). Because an empty set will make all similarity scores equal to zeros, which makes all the users look the same in term of feature 5.

### III. USER IDENTIFICATION

With the set of features in hand, we develop single feature based user identification method and make comparisons of the identification result by using different features. Then, in order to achieve higher user identification accuracy, we improve the identification method by combining the information from different features.

#### A. Single Feature Based Method

The workflow for the single feature based method is described in Fig. 3. For each test feature value from the test set, we compare it with every user’s feature library using \( \text{bestMatch}(\cdot, \cdot) \) function. Then we sort the list of users in the descending order of their similarity score and pick the top one (the best match user) as our identification result.

#### TABLE II: SINGLE FEATURE BASED IDENTIFICATION PRECISION

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Empty Cases Excluded</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Start}(u_0) )</td>
<td>0.52%</td>
<td>0.52%</td>
</tr>
<tr>
<td>( \text{Duration}(u_0) )</td>
<td>0.52%</td>
<td>0.52%</td>
</tr>
<tr>
<td>( \text{PSetEarly}(u_0) )</td>
<td>36.1%</td>
<td>39.6%</td>
</tr>
<tr>
<td>( \text{PSetStable}(u_0) )</td>
<td>74.3%</td>
<td>75.3%</td>
</tr>
<tr>
<td>( \text{WebSet}(u_0) )</td>
<td>30.8%</td>
<td>60.1%</td>
</tr>
</tbody>
</table>

We perform this method on the whole test set using each feature. The identification accuracy result is shown in the “Total” column of Table II.

We mentioned earlier in Section II Part D that for feature 3, 4 and 5, some empty test feature values (where \( v^{(k)}_f = \phi \)) would cause the feature lost its ability to identify people. Under such cases, the proposed single feature based method will degenerate into random guess method. Therefore, we exclude these pathological test cases altogether and redo the user identification experiments. The results are shown in the “Empty Cases Excluded” column of Table II.

As seen in Table II, the precision using feature 1 or feature 2 is only slightly better than using the random guess (0.13%). This result is consist with our earlier feature analysis in Section II Part D.

For feature 3, 4 and 5, the precision of user identification is much higher than random guess. This is especially true for feature 4, whose identification precision reaches 75.3%.

Considering the significant accuracy difference between the result of using feature 1, 2 and the result of using feature 3, 4 and 5, we will only consider using feature 3, 4, 5 in the following part of this paper.

#### B. Further Analysis

Before we jump into the multi-feature based method. Let’s take a further look at the last 3 features.

At the last step of single feature based algorithm in Fig. 3, instead of picking top one as the identification result, we use either top 1, top 2, top 4 or top 8 best matching candidate users as our result set. For each cases, the probability that the result set includes the target user is shown in Table III.

#### TABLE III: PRECISION OF RETURNING MULTIPLE CANDIDATES

<table>
<thead>
<tr>
<th></th>
<th>Top1</th>
<th>Top2</th>
<th>Top4</th>
<th>Top8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{PSetEarly}(u_0) )</td>
<td>39.6%</td>
<td>45.9%</td>
<td>54.5%</td>
<td>63.8%</td>
</tr>
<tr>
<td>( \text{PSetStable}(u_0) )</td>
<td>75.3%</td>
<td>81.2%</td>
<td>85.6%</td>
<td>89.2%</td>
</tr>
<tr>
<td>( \text{WebSet}(u_0) )</td>
<td>60.1%</td>
<td>66.6%</td>
<td>73.6</td>
<td>80.7%</td>
</tr>
</tbody>
</table>

The more candidate users it return, the more likely that result set will cover the actual user. Table III shows that by using only feature 4, we can narrow down the target user into 8 candidates from all 775 users with almost 90% accuracy.

#### C. Multi-Feature Based Method

In order to achieve better accuracy, a reasonable improvement can be made on top of the single feature based method is to combine different features together.

Fig. 4 shows the workflow of our proposed multi-feature based user identification method, which uses the last 3
features together. We first perform single feature based algorithm to find the top 1 candidate using feature 3, 4 and 5 separately. Then we take a union of the 3 candidates as our result set. If all three candidates agree with each other, the result set will only include one user; if only two candidates agree with each other, the result becomes a 2 element result set; otherwise, this method will return a set with 3 element. Table IV shows the identification accuracy results of all these three cases separately. And the “Total” column gives the total precision combining all three cases.

<table>
<thead>
<tr>
<th>Multi-feature method</th>
<th>Single return</th>
<th>2 element return</th>
<th>3 element return</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>96.3%</td>
<td>100%</td>
<td>72.7%</td>
<td>91.2%</td>
<td></td>
</tr>
</tbody>
</table>

From Table IV, we can see that if all three features agree with each other or at least 2 of them agree with each other, the identification accuracy can achieve more than 96%. Even when the three features give 3 different candidates, we still can have 72.7% confidence that the result set includes the target user. Therefore, by using this multi-feature based method, we end up with 91.2% accuracy to narrow down the target user within 3 candidates. This is much higher than random guess and the single feature based method. The comparison of all these user identification methods is shown in Fig. 5.

Fig. 5. Precision of different identification methods.

IV. CONCLUSION

In this paper, we generated several features that summarize people’s daily computer using behavior. Then we developed user identification algorithms that use those features to identify users from each other. By eliminating unimportant features and combining the information from the rest features, we successfully improve the performance of our user identification algorithm to 91.2% accuracy.

There are a lot of further directions can be explored starting from this paper. First, more behavior features can be generated from the dataset. Unlike current features that only contain static information, new features may include more dynamic aspects of people’s behavior, such as behavior sequence, state transfer probability and so forth. Second, an online identification algorithm can be developed to deal with long-term observation and identification tasks. For long-term purpose, the feature data could be clustered and summarized when the new data is coming. Another possible future direction is that, instead of identifying user, future activity can be predicted based on user’s history behavior.
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